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Quinteros et al. (SRL, 2021); Jousset et al. (Nature, 2018)

Archival Rate vs. Resolution

Top: A simple DAS experiment can generate more data
than the one archived in a whole year at any data

centre in the world. Right: Comparison of the resolution
between broad band sensors and a DAS interrogator.
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Quinteros et al. (SRL, 2021) doi:10.1785/0220200390



● Metadata: community and seismological

● Data format(s)

● Long-term archival

● Data provisioning

● Real-time transmission

● Processing

● Ethical issues, or related to privacy and security
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Roadmap for DAS standardization



● A basic Channel Naming convention has been suggested some years ago, 

but has some limitations.
● Network: Fiber/cable

● Station: DAS Channel

● Location: empty

● Channel: HSF (e.g. for 100/200 Hz).

● What do we do with experiments with more than one fiber?

● Could we find a solution with the new Source Identifiers approved by FDSN?

● Would this be a triggering factor for adoption within the community?

● Check technical completeness of the JSON representation and define a 

mapping to StationXML.

● FDSN WS capable of providing metadata in this new format.
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Issues to be addressed / Roadmap



Proprietary formats

■ TDMS (Silixa)

■ HDF5 (OptoDAS, Silixa v2, 

others)

Community:

■ Seg-Y (some manufacturers)

Other solutions:

■ Ad-hoc user-tailored formats 

(usually HDF5-based)

■ miniSEED
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Current problems: Data formats

Candidates to be the next ‘de-facto’ (?) 

standard:

■ Something based on HDF5
■ Known in the community

■ Not well suited for 

multithread/multiprocess

■ Zarr
■ RW multithread/multiprocess

■ Cloud is supported

■ TileDB
■ Full multi-threaded implementation 

■ Different storage solutions supported 

natively

■ Versioning



● Until new standards are developed and adopted the community needs a 

seamless way to integrate the DAS datasets using current seismic standard 

formats (e.g. miniseed for data, StationXML for metadata).

● Strategy to standardize these datasets by downsampling them and creating 

a basic standard metadata (StationXML) mapped from raw data and extra 

information provided by the PI. The result is ready to be archived in a 

standard way.
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Data Management
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Voon Hui Lai, et al. (2024), doi:10.1785/0220230325
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DAS Metadata

Voon Hui Lai, et al. (2024), doi:10.1785/0220230325

● DAS-RCN Data Management Working 

Group proposed a starting point for a 

common DAS metadata standard for 

archival purposes and to guide data 

collection at experiments.

● The specification was published after 

2 years of discussion within the 

community.

● Orfeus and EarthScope did a first 

evaluation of the schema and met the 

authors to prepare a proposal for 

FDSN evaluation and adoption.
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DAS Metadata

Voon Hui Lai, et al. (2024), doi:10.1785/0220230325
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DAS Metadata

Voon Hui Lai, et al. (2024), doi:10.1785/0220230325
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Metadata schema as FDSN standard

■ Meeting with authors some weeks ago

■ Proposal to FDSN presenting their work before end of 2024

■ First version includes what is present in the paper

■ Formal JSON schema including with very minor improvements

■ (Hopefully) Approved and adopted as a standard by WG2

■ FDSN WG2 takes over the work in a public repository

■ Authors remain as members of future Review Teams

■ Next release will include a “Processing” section

■ Build (or adapt) our software ecosystem on top of that



Combine event-based data from DAS and seismic network using manual earthquake analysis software.

The goal is to get familiar with DAS data/quality and encourage wider usage.

• Pre-processing (DAS scientist, bespoke processing):

■ Spatial coherence analysis and stacking 

■ Spatial integration to velocity

• Conversion (can be easily automated):

■ Strain-rate and velocity timestamping and conversion to mseed

■ Fiber setup data conversion to FDSNxml & SeisComP bindings. 

• Open in SeisComP for manual analysis:

■ scolv: pick, location & magnitude

Fred Massin, Pascal Edme, John Clinton (SED-ETH)

Velocity | Z comp (seismic) | BP 1-30Hz

Seismic, Transverse

DAS, ~ Transverse

Seismic, Vertical

Seismological Metadata



● HDF5 can dramatically slow 

down DAS data sharing in 

modern distributed computing 

environments.

● Ni et al. show a promising proof-

of-concept based on TileDB, S3 

and MinIO.

● TileDB natively parallelizes I/O.

● Parallelize I/O with MPI for 

TileDB scales very well up to 16 

concurrent processes.
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Data formats

Ni, Y. et al. (2023) SRL, doi:10.1785/0220230172
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EIDA Guidelines for derived products from DAS experiments

First version agreed with Geo-I 

partners

Topics included and suggestions:

■ Data Management

■ How to subsample

■ Channel Naming

■ Miniseed technicalities

■ New DAS metadata (Voon Hui 

Lai et al, 2024)

■ DataCite metadata

https://orfeus.readthedocs.io/en/latest/das_guidelines.html



● Web page of a DAS 

dataset (Potsdam, 

Global DAS month) 

standardized and 

archived in 

downsampled form.

● Same 

standardization for 

similar datasets 

from now on.
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Data Management



● Raw data preserved in cold 

storage (tapes?).

● Full resolution data staged on S3 

buckets.

● Open to users and ready to 

synchronize with other providers.

● Some users could run their codes 

in containers with fast (local) 

access to data.

● We have an example you can try:
● 3U-2023. Check our landing page of 

the network.
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Our vision
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S3 Bucket with DAS data

Endpoint: https://s3.gfz-potsdam.de/ Bucket: gc.3u2023  Size: 468 GB. Objects: 195 

https://s3.gfz-potsdam.de/
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S3 Bucket with Miniseed data

Endpoint: https://s3.gfz-potsdam.de/ Bucket: gc.ge Size: 18 TB. Objects: 17.355.337

https://s3.gfz-potsdam.de/


● Support for both dense and sparse arrays

● Support for dataframes and key-value stores

● Optimized for object stores (AWS S3, Google Cloud Storage, Azure 

Blob Storage)

● Chunked (tiled) arrays

● Tiling and compression

● Parallel IO

● Data versioning (rapid updates, time traveling)

● Groups

● Arbitrary metadata

● APIs from most typical programming languages
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TileDB
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TileDB
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TileDB
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TileDB
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TileDB
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TileDB



What do we actually need to be fully ready for AI/ML?

● Common standard format and fully homogeneous across data 

centres (and datasets).

● Be ready to support parallelization and scalability.

● Think in advance about privacy and security issues.

● Licenses! Yes, believe it or not…
● We need to know if we can use some data for training and under which conditions.
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AI/ML (yes... always, everywhere)



Conclusions

● Different lines to work on:

● Metadata format

● Data format

● Data provisioning

● Real-time transmission

● Discussion within FDSN about the 

”easy” topics:

● Metadata format

● Mapping to StationXML. Both will 

coexist for some time.

● Channel Naming
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● More complex issues:

● Real-time transmission

● Data provisioning via S3 buckets

● Standard format for TileDB? Or 

standard interface (API)?

● Abandon the synchronous behaviour?

● Computation on top-of-the-data

● If the approach succeeds we can 

expect a slow migration of 

standard seismic data to this new 

solution.



Thanks for your attention!
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